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INTRODUCTION 

The development of technology and the 

increasing reliance on organizations in the 

Internet world have led to the growth and 

diversity of data [1]. Employee turnover is a 

focal issue in the field of organizational and 

human resource management research 

[2],[3]. But how to deal with processing using 

computer technology? The key factor that 

affects employee turnover is the importance 

of analysing employee turnover. It is 

necessary to start from the data at hand and 

start with various indicators of the relevant 

employees, such as the company's 

satisfaction score, working years, salary 

level, average monthly working hours and 

other indicators, to analyse and mine 

potential key factors, and at the same time 

build a predictive model for corporate 

employee turnover. The establishment of the 

model is helpful for enterprises to focus on 

the indicators that affect the employee 

turnover rate, extract the key factors of 

employee turnover, and explore which 

factors are the main factors affecting 

employee turnover. This is convenient for 

enterprises to adjust the influencing factors in 

a planned way, so as to manage more 

pertinently in their daily operations. It also 

analyses and guides employees who have 

predicted turnover tendency to enhance talent 

management. Data mining for business 
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ABSTRACT 

A good ecological environment is crucial to attracting talents, cultivating talents, retaining talents and 

making talents fully effective. This study provides a solution to the current mainstream problem of 

how to deal with excellent employee turnover in advance, to promote the sustainable and harmonious 

human resources ecological environment of enterprises with a shortage of talent. This study obtains 

open data sets and conducts data pre-processing, model construction model optimisation, and describes 

a set of enterprise employee turnover prediction models based on RapidMiner workflow. The data pre-

processing is completed with the help of the data statistical analysis software IBM SPSS Statistic and 

RapidMiner. Statistical charts, scatter plots and boxplots for analysis are generated to realise data 

visualisation analysis. Machine learning, model application, performance vector, and cross-validation 

through RapidMiner's multiple operators and workflows. Model design algorithms include support 

vector machines, naive Bayes, decision trees, and neural networks. Comparing the performance 

parameters of the algorithm model from the four aspects of accuracy, precision, recall and F1-score. It 

is concluded that the performance of the decision tree algorithm model is the highest. The performance 

evaluation results confirm the effectiveness of this model in sustainable exploring enterprise employee 

turnover prediction in human resource management. 
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application problems, often requires 

numerical prediction, precise definition of 

target variables and specific quantities [4]. 

This research dataset selects the Alibaba 

Tianchi public dataset[5], and uses 

RapidMiner software to build an employee 

turnover prediction model. It analyses 

important factors that affect employee 

turnover, such as evaluation, salary, 

overtime, etc., and it predicts whether 

employees have turnover intentions. The file 

format of this data set is CSV, and the 

extracted data set has a total of 5000 

observation cases and 10 variable attributes. 

This experiment is carried out based on 

determining the experimental purpose and 

data set. First, the data pre-processing steps 

and the selection of the algorithm model are 

carried out. At the same time, the dataset is 

divided into a training dataset and a test 

dataset. Perform parameter tuning settings 

for the algorithm model. After machine 

training, the optimal algorithm model is 

determined. Finally, the performance 

evaluation of the model is carried out. The 

specific experimental process is shown in 

Figure 1. 

 

Figure 1. Detailed experimental process description. 

DATA PREPROCESSING 

Clear and neat data is the basis for subsequent 

research and analysis. This paper uses IBM 

SPSS Statistic and RapidMiner to complete 

data preprocessing, including case sampling, 

variable attribute transformation, correlation 

and rule analysis, data attribute reduction, 

missing value processing, and data 

normalization. 

A. Random Sampling 

Random sampling is a very important 

statistical analysis method, which excludes 

the influence and interference of human 

factors so that the research subjects have the 
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same chance to be divided into a certain 

treatment group. The representativeness of 

the sample and the balance between the 

sample groups are the footholds of random 

sampling. The application of random 

sampling directly affects the reliability of 

research results. The data is representative 

and the randomisation effect is good, the 

survey results will be more reliable, and the 

sampling results can be inferred to the 

population [6]. 

B. Variable 

The value of the attribute variable is usually 

a character type or a numeric code, which 

cannot be applied to multi-algorithm 

recognition in the RapidMiner model 

construction below, otherwise, it will be 

incorrectly affected by the model 

construction and cause an error to be 

reported. Therefore, it is necessary to 

quantify the properties that do not meet the 

specification here. The non-numeric 

attributes are converted here by IBM SPSS 

Statistics. Convert the department and salary 

text type settings to numeric types, and re-

encode the corresponding data information 

into different variables. When the Correlation 

Matrix data analysis diagram was analysed 

after customs clearance, the Correlation 

value between the independent variable last 

evaluation and the dependent variable left 

was the lowest, which was -0.017, followed 

by the department. Satisfaction level has the 

highest relationship with the dependent 

variable left (0.372), followed by salary, and 

then time_spend_company(in figure 2). 
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Table I. Details of Data Set Variables Attribute Conversion 

 

C. Association Relationship and Rule 

Analysis 

Correlation is used to measure the direct 

relationship strength of each attribute 

variable in the existing data set, and it is a 

research statistical indicator. Correlation 

Matrix data analysis diagram can be directly 

obtained through Correlation Matrix 

Operators. Generally speaking, if the value of 

the relationship between two attributes is 

closer to 0, then the relationship between the 

two attributes is weaker, and vice versa, the 

relationship is stronger. To further confirm 

the relationship between attributes, it is 

verified by creating an association matrix, 

which belongs to the analysis process before 

attribute reduction below. The association 

rule operation model is established in the 

process of RapidMiner. Use operators such as 

Numerical to Binominal, FP-Growth, and 

Create Association to establish association 

rules. It is further concluded that the support 

degree of the last evaluation for the left is 

0.239. The relationship between the last 

evaluation and other attributes is also low. So 

delete the last evaluation and do not let it 

participate in data model analysis. 
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Figure 2. Correlation Matrix data analysis diagram. 

D. Data Normalization 

With distance-based algorithms, 

Normalization takes place first, scaling all 

attributes to the same range. The 

Normalization Operator performs some 

changes to the metabolic data set to move the 

employee turnover data into a specific range 

to make it more statistically significant. The 

data described below are normalized data. 

 

 

 

MODEL CONSTRUCTION 

A. Design model and Machine Learning 

The prediction model belongs to the machine 

learning technology. It mines and processes 

big data, establishes an analysis model, and 

applies the model to make later predictions. 

Operations such as Filter examples, 

SelectAttributes, and Normalize described 

above will not be explained. Figure 3 and 

Figure 4 show the model design process of 

the employee turnover data mining 

algorithm. Figure 4 is the model nesting sub-

process of Cross-Validation in Figure 3. 

Cross-validation will be described below. 
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Figure 3. Design of employee turnover data mining algorithm model. 

 

 

Figure 4. Design flow of cross-validation model. 

1) Set predicted role 

To carry out predicting, the setting of 

predicted roles must be completed. Set the 

predicted property left the role to the “label" 

value. In the parameters panel of "Set Role", 

set the attribute name to "left" and the target 

role to "left". In this way, the predicted 

attribute left has a unique predicted value, 

which is different from other variables. In the 

data statistics, the left ranks at the forefront in 

a significant way, which is convenient for 

mining and analysis. 

2) Divide data 

Through split data in the operator, the data set 

is divided into two parts: training set and test 

set. The test set does not participate in the 

training of the model. The training set 

accounts for 70% and the test set accounts for 

30%. After dividing the data, there are 3499 

employee turnover training data. 

3) Machine learning and model performance 

Dividing the dataset only once and then 

measuring the performance of the model 

degrades the scientific of the model due to the 

appearance of anomalies. At this time, cross-

validation provides a method to evaluate the 

accuracy of the model, and cross-validation 

technology can cope with the processing [7]. 

Cross-validation repeatedly validates the 

measurement results based on the data set and 
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avoids overfitting. The cross-validation 

process includes two subprocesses of training 

the model and testing the model. In the 

performance parameter evaluation index, 

Accuracy, Precision, Recall and F1-score in 

studies need to be calculated [8]. 

The Divide data rate calculates the proportion 

of the total number of samples for which the 

prediction is correct. 

Precision calculates the proportion of N 

returned positive samples that were predicted 

correctly. 

Recall calculates the proportion of the 

number of correctly predicted positive 

samples among the N-returned positive 

samples to the true total number of positive 

samples. 

F1-score is the harmonic mean of precision 

and recall. Pis precision; R is recall. 

In the employee turnover data training 

window, the data mining algorithm 

successively adopts a support vector 

machine, naive Bayes, decision tree and 

neural net, and carries out machine learning 

and performance analysis one by one. The 

above algorithms are popular and concerned 

with predictive modelling supervision 

algorithms for data mining and machine 

learning [9],[10]. Support vector machine 

algorithm is a supervised algorithm for 

classification problems, which can deal with 

complex nonlinear problems; Naive Bayes is 

a Bayesian theorem based on probability 

theory, which is widely used; The decision 

tree contains the decision diagram and the 

process results of prediction, and it has the 

function of auxiliary decision-making; 

Neural network can use neuron layer to learn 

complex patterns, and neural network can 

learn the relationship between features that 

cannot be easily found by other 

algorithms[11],[12]. 

Refer to Table 2 for specific performance 

comparisons and summary results. 
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Table II. Comparison of Data Mining Algorithm Models 

 

4) Model performance verification and 

evaluation 

Intuitive performance verification analysis 

was performed by Compare ROCs Operators 

in RapidMiner [13]. The X-axis is 1- 

specificity. The closer the X-axis is to zero, 

the higher the accuracy is. The Y-axis is 

sensitivity. The higher the Y-axis is, the 

higher the sensitivity is. It is obvious that the 

curve of the decision tree shows good 

performance regardless of the X-axis or Y-

axis, and the ROC curve is closest to the 

upper left corner. In contrast, SVM ranked 

last. Finally, it is concluded that the 

performance of the employee turnover data 

mining algorithm model is in the order of 

decision tree, neural network, naïve Bayes 

and support vector machine. 

 

Figure 5. Comparison of ROC curve verification. 
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The decision tree of employee turnover data 

mining is shown in Figure 6. In the decision 

tree prediction model of employee turnover, 

each node in the tree corresponds to the 

employee attribute object, while each non-

leaf node and branch corresponds to the 

decision-making process of the model, and 

the left and right branches represent the 

answers given by the model. Each leaf node 

corresponds to a predicted value represented 

by the path from the root to the leaf node, and 

the result is either 0 or 1. A decision tree is 

characterised by top-down determination. 

The higher the node, the more important its 

attributes are. In this model, the Satisfaction 

level is ranked as the root node, indicating 

that this attribute has the greatest impact on 

employee turnover in the data set. The 

enterprise needs to focus on how to improve 

employee satisfaction levels in the later stage. 

At the same time, the more projects, the 

higher the employee turnover rate. The 

longer the average employee works per 

month, the greater the turnover. 

 

Figure 6. Decision tree of employee turnover. 

CONCLUSIONS 

This research strives to build a fast, 

convenient and rigorous scientific workflow 

of employee turnover prediction model, and 

it has been proven to be effective. The 

selection of data sets and model output 



 

86 
 

 

Volume: 8, JANUARY-DECEMBER 2022 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN APPLIED SCIENCES AND ENGINEERING 

depends on data, and it is necessary to take 

into account the industry background and the 

influence of the times in order to get rid of the 

limitations of research. 
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